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ABSTRACT:Due to the rapid development of low-cost air-
quality sensors, a rigorous scienti� c evaluation has not been
conducted for many available sensors. We evaluated three
Plantower PMS A003 sensors when exposed to eight
particulate matter (PM) sources (i.e., incense, oleic acid,
NaCl, talcum powder, cooking emissions, and monodispersed
polystyrene latex spheres under controlled laboratory
conditions and also residential air and ambient outdoor air
in Baltimore, MD). The PM2.5sensors exhibited a high degree
of precision andR2 values greater than 0.86 for all sources, but
the accuracy ranged from 13 to >90% compared with
reference instruments. The sensors were most accurate for
PM with diameters below 1� m, and they poorly measured
PM in the 2.5� 5 � m range. The accuracy of the sensors was dependent on relative humidity (RH), with decreases in accuracy
at RH > 50%. The sensors were able to produce meaningful data at low and high temperatures and when in motion, as it would
be if utilized for outdoor or personal monitoring applications. It was most accurate in environments with polydispersed particle
sources and may not be useful in specialized environments or experiments with narrow distributions of PM or aerosols with a
large proportion of coarse PM.

� INTRODUCTION

Particulate matter (PM) is key contributor to air pollution,
adversely a� ects human health, and can modify global
climate.1 PM varies signi� cantly depending on study location
due to the presence of numerous potential sources, and the
overall impact of the particles is dependent on their size,
concentration, and chemical composition.2� 6 PM can a� ect
human health in numerous ways, ranging from exacerbating
preexisting conditions to the development of chronic diseases
or leading to premature death.7� 13 Given the broad impacts of
this class of pollutants, the United States Environmental
Protection Agency (EPA) has established PM standards and
monitoring plans that speci� cally address particles smaller
than 2.5� m (PM2.5) and 10 � m (PM10). Governmental
monitoring networks are composed of instruments that have
undergone a rigorous testing and analysis protocols and must
meet the requirements of federal reference methods (FRM) or
federal equivalent methods (FEM). These networks tend to
be limited to few sites within a large geographical region,
which limits the ability to characterize the pollutant variability

and sources within the complex urban topography. FRM and
FEM instruments are typically expensive (>$10 000);
subsequently, low-cost air quality sensors, with unit costs
ranging from less than $50 to about $1000, have been used to
complement ambient air monitoring networks.14� 16 The
advancement of technologies in diverse� elds, such as
chemical sensors, distributed sensing, and wireless networking,
has led to rapid improvements of low-cost air quality
assessment products.15,17� 20 These low-cost sensors have
numerous advantages over traditional, more expensive
instrumentation, such as the ability to capitalize on the
power of high-granularity monitoring networks to capture
small spatial scale and high temporal variability.15,18,21� 23 This
can be particularly bene� cial for PM exposure assessments
based on stationary networks for epidemiologic studies.24

Received: September 19, 2018
Revised: November 30, 2018
Accepted: December 18, 2018
Published: December 18, 2018

Article

pubs.acs.org/estCite This:Environ. Sci. Technol.2019, 53, 838� 849

© 2018 American Chemical Society 838 DOI:10.1021/acs.est.8b05174
Environ. Sci. Technol.2019, 53, 838� 849

D
ow

nl
oa

de
d 

vi
a 

U
S 

E
PA

 O
FF

IC
E

 O
F 

E
N

V
IR

O
N

M
E

N
T

A
L

 I
N

FO
 o

n 
Se

pt
em

be
r 

5,
 2

01
9 

at
 1

1:
50

:5
9 

(U
T

C
).

Se
e 

ht
tp

s:
//p

ub
s.

ac
s.

or
g/

sh
ar

in
gg

ui
de

lin
es

 f
or

 o
pt

io
ns

 o
n 

ho
w

 to
 le

gi
tim

at
el

y 
sh

ar
e 

pu
bl

is
he

d 
ar

tic
le

s.

pubs.acs.org/est
http://pubs.acs.org/action/showCitFormats?doi=10.1021/acs.est.8b05174
http://dx.doi.org/10.1021/acs.est.8b05174


Also, the compact size and lightweight of many new sensor
packages is advantageous for personal PM exposure
monitoring, which has previously been hindered by requiring
participants to carry heavy and obtrusive devices and pumps
as well as cost. However, due to the rapid advancement and
lack of a unifying testing protocol, a rigorous scienti� c
evaluation has not be conducted for many sensors on the
market, which creates uncertainty about the reliability of the
data collected by these new low-cost sensors.24

The accuracy, precision, and lifetime of low-cost sensors are
generally less than those of FRM and FEM instruments.23

There also exists uncertainty about which environmental
conditions (e.g., acceptable temperature and relative humidity,
RH, ranges) and settings (e.g., industrial, residential, or
ambient) with which these low-cost sensors can acquire
meaningful data. Some conditions result in reproducible
biases, such as optical particle sensors over-estimating
particulate mass concentrations in humid conditions due to
the modi� cation of light-scattering properties,22,23 whereas
other conditions may lead to situational-speci� c artifacts. To
overcome these issues, recent work has focused on improving
the data quality from low-cost sensors by applying unit-
speci� c correction factors, employing multiple linear regres-
sions, applying machine learning algorithms such as Random
Forest, and co-locating the low-cost sensors with reference-
grade instruments during an initial evaluation period before
being moved to the measurement location.15,18,23,25� 28 A
current issue being debated in the scienti� c community is the
acceptable level of postprocessing that can be applied to low-
cost air quality data.23 Evaluating how these low-cost sensors
perform in laboratory, indoor, and ambient environments is
crucial for reducing uncertainty about the quality of low-cost
sensor data. In this work, we evaluated the accuracy and
precision of three Plantower PM sensor units under controlled
laboratory conditions and in realistic scenarios to determine
their e� cacy when exposed to diverse sources.

� MATERIALS AND METHODS

Plantower PMS A003 Experiments.The Plantower
PMS A003 sensor utilizes a fan to draw air into a cavity where
it is exposed to a laser-induced light, and the 90° scattered
light is detected by a photodiode detector.14,29 The measure-
ment e� ciency depends on particle shape, material, refractive
index, and scattering angle.30 The particles are divided into 6
size bins: >0.3, >0.5, >1, >2.5, >5, and >10� m. The sensors
can be set to“standard” or “atmospheric”, which alters the
assumed particle density. The“standard” calibration is

designed to be used in speci� c environments, such as an
industrial setting.17 The “atmospheric” setting has been tuned
to best measure PM commonly found in the ambient air. The
sampling interval at a stable concentration is every 1 to 2
seconds. If the concentration is rapidly changing, the sensor
automatically decreases the sampling interval down to about
200 ms. The sensor outputs a PM1, PM2.5, and PM10 mass
concentration (micrograms per cubic meter) and the number
concentration (per cubic centimeter) for each of the six size
bins, and the mass concentrations are determined based on a
standardized aerosol size distribution in the atmosphere
derived from the relative prevalence of the bins. According
to the manufacturer, it detects PM in the range of 0.3 to 10
� m, with a self-reported precision of±10 � g/m3 for
concentrations between 0 and 100� g/m3. The manufacturer
estimates that the mean time to failure is >3 years. A more-
detailed list of the Plantower manufacturer’s speci� cations and
the two reference instruments can be seen inTable 1.

Laboratory Experiments. We operated 3 PMS A003
sensors inside a custom-built steel chamber (0.71 m× 1.35 m
× 0.89 m), equipped with a� ltered air inlet, vacuum exhaust,
two internal fans, and three sampling ports. The� rst 90 points
(<2 min) after start up were removed, and then the data were
converted into 1 min averages before analysis. Our sensor
measurements were compared with multiple other reference
methods. Particle size distributions from 6.15 to 216.7 nm
were collected every 1 min with a scanning mobility particle
sizer (SMPS, TSI Inc., model 3082) and from 542 nm to
19.81� m every 20 s with an Aerodynamic Particle Sizer (APS,
TSI Inc., model no. 3321). The APS was directly placed in the
chamber, and the SMPS sampled particles through an inlet
using the shortest tubing length possible to minimize losses
(� 1 m). The SMPS was factory calibrated prior to the
laboratory experiments. A personal DataRAM pDR-1200
(Thermo Scienti� c Corp., Waltham, MA) with a single-stage
PM2.5 impactor along with an external pump (BGI 400, Mesa
Laboratories, Inc.) was also placed in the chamber. The pDR
is a light-scattering nephelometer with a built-in� lter
downstream to provide a calibration for mass concentration
estimation. A 37 mm Te� on � lter collected all sampled
particles for subsequent analysis and gravimetric calibration
(Pall Corporation, Ann Arbor, MI). The Te� on � lters were
individually housed in a clean Petri dish before and after each
experiment. Each Te� on � lter was weighed prior to and after
each experiment in a RH and temperature-controlled room at
Johns Hopkins University on a high-precision microbalance
scale with accuracy down to 1� g.

Table 1. Manufacturer Speci� cations for the Plantower, pDR-1200, and MetOne BAM-1020 Continuous PM2.5 Monitor

Parameter Plantower pDR-1200 MetOne BAM-1020

cost ($) $34 $6,000 $12,000� 21,000
range of measurement 0.3� 10 � m 0.1 to 10� m <10� m
counting e� ciency 50% at 0.3� m 98% at >

0.5 � m
100% at 1� m d50 was 6� m at 10 L/min and 9� m at 5

L/min
�

e� ective range 0 to 1000� g/m3 0.001 to 400 mg/m3 0� 1,000� g/m3

resolution 1� g/m3 0.1% of reading or 1� g/m3, whichever is larger 0.1� g/m3

manufacturer’s reported
precision

±10% for 0� 500 � g/m3 ±0.2% of reading or +0.5� g/m3 for 60 s averaging lower detection limit of <4.8� g/
m3

single response time <1 s 1 s 1 h
working temperature range � 10 to 60°C � 10 to 50°C � 30 to 60°C
working humidity range 0 to 99% 10 to 95% 0� 90% RH, non-condensing
physical size 3.8× 3.5× 1.2 cm/0.04 kg 16× 20.5× 6 cm/0.68 kg plus pump 31× 43 × 40 cm/24.5 kg
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A total of four polydispersed PM sources were generated
using three di� erent generation methods. For the incense
experiments, an incense stick was lit and placed inside a
sample port until the desired concentration was reached, then
the incense was removed and extinguished and concentrations
were allowed to decay. Talcum powder was dispersed with
� ltered air into a sampling port. A collision nebulizer (CH
Technologies) was employed for the sodium chloride (NaCl)
and oleic acid experiments. Filtered air was� owed through
the nebulizer, which was� lled with either a NaCl and� ltered,
deionized water solution or pure oleic acid until the desired
concentration of NaCl or oleic acid was reached, and then the
input air� ow was turned o� . To evaluate the performance of
the sensor when exposed to monodispersed particles,
polystyrene latex spheres (PSL) with diameters of 0.081,
0.3, 0.8, 2.5, and 4.8� m were introduced into the chamber
using the collision nebulizer. For experiments with elevated
RH, a multisonic DP 100 medical nebulizer with deionized
water was used to increase the water vapor in the chamber.
The nebulizer was turned on and� lled the chamber with
humidi� ed air until a stable RH of >80% was observed. In all
experiments, the vacuum exhaust and internal fans remained
on for the length of the experiment to ensure the chamber was
well mixed. Before each experiment was conducted, the
concentration was observed to be less than 1� g/m3 on all
sensor units and the pDR-1200.

The response to motion was evaluated by placing a Lab-line
orbital shaker model 3520 (Lab-line Instruments, Inc.) in the
chamber during the exposure. One sensor was placed on the
shaker and another was placed adjacent to the shaker inside
the chamber. The shaker table was set at 200 rpm.

Indoor Experiments. Indoor air experiments were
conducted in an attached two-story single-family residence
(976 ft2) in Baltimore, Maryland. The three sensor units were
placed on a table near the center of a� rst-� oor room
alongside the pDR-1200. The instruments were located about
5 m from the oven during periods of cooking. Throughout the
period, the windows remained closed and a central air-
conditioning system was operated. The residents were asked
to go about their normal activities.

Ambient Experiments. The three sensors were installed
at the Maryland Department of the Environment’s (MDE)
Oldtown site (ID = 245100040; 39.298056,� 76.604722) in
Baltimore City, Maryland. The units remained in continuous
operation from November 7 through December 7, 2017 and
from January 4� 8, 2018. The MDE site was about 5 m above
ground level and 7 m from a major intersection. Data
collected during the summers of 2016 and 2017 revealed that
about 28 000 vehicles per day traveled north or south through
the intersection and 25 000 vehicles per day traveled east or
west. The tra� c peak hours were 7 am and 5 pm. Passenger
vehicles were the most common vehicle type at about 87%,
followed by light trucks (9%), single-trailer trucks (2%), buses
(1%), motorcycles (<1%), and multitrailer trucks (<1%).31

MDE operates both gravimetric (Partisol Plus 2025) and
continuous (MetOne Beta Attenuation Monitor 1020; BAM)
PM2.5 monitoring instruments at this site. The BAM-1020 is
an EPA-designated PM2.5 FEM particulate monitor, and the
data are available online as 1 h averaged PM2.5 mass
concentrations. The sensor data was converted into 1 h
averages by linearly interpolating onto the timestamp of the
downloaded EPA data.

Analysis Methods. The time-resolved pDR PM2.5 mass
concentrations were gravimetrically corrected by multiplying
by the gravimetric mass concentration estimated from the
� lters and dividing by the time-weighted average of
unadjusted pDR mass concentrations over the same time
period. The corrected values are referred to as pDR-gc. The
presented values were determined by calculating the accuracy
and precision for each measurement (e.g., each minute) and
each unit (i) and then averaging over the whole experiment.
The reference measurements were either from a pDR-1200 for
laboratory and indoor measurements or a MetOne BAM-1020
continuous PM2.5 monitor for ambient measurements. The
accuracy and relative precision errors were calculated based on
the equations below. The overall accuracy of the experiment
was calculated by averaging the available combinations (i.e.,
PT1 versus pDR, PT2 versus pDR, and PT3 versus pDR):

accuracy 100
reference sensor

reference
100i

i= Š
Š

(1)

n
overall accuracy

1
accuracy

i

n

i
1

�=
= (2)

A 100% accuracy indicated that the reference instrument
and sensors measured the same value. The overall precision of
the three units was calculated by averaging the available
combinations (i.e., PT1 versus PT2, PT2 versus PT3, and
PT1 versus PT3):

relative precision error
sensor sensor

average(sensor , sensor)
100i j

i j

i j
PT ,PT =

Š

(3)

n
overall precision

1
precision

i

n

ij
1

�=
= (4)

A precision error of 0% between two units would indicate
that sensor units measured identical values. The coe� cient of
variation (CV), an indicator of precision among duplicate
instruments, was also calculated for each minute and then
averaged over the whole experiment (EPA, 2016). To
compare this with the EPA FEM acceptance criteria, only
data points with mass concentrations greater than 3� g/m3

was considered in this calculation (EPA, 2016):

coefficient of variation
�

=
�

(5)

where� is the standard deviation and� is the mean of the
measurements from the individual units.

The coe� cients of determination (R2) were calculated for
the sensor (presented as PT� PT R2) and reference measure-
ments (presented as pDR-PTR2) using Matlab 9.1.0.441655
(R2016b). The pDR-PTR2 presented in the manuscript is the
average of the individual units’ R2 (i.e., PT1 versus pDR, PT2
versus pDR, and PT3 versus pDR). The mass concentration
deviations were calculated by averaging the three units and
subtracting the mass concentration of the reference or an
individual unit. Linear regressions were used to determine the
best-� t line between the 1 min (pDR) or 1 h (BAM, ambient
measurements) averaged sensor measurements and the
corresponding reference mass concentrations.

Quality Assurance.During laboratory experiments, blank
� lters were collected and stored in the same environment as
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sample� lters. The mass on the blank� lter was used to correct
the corresponding sample� lters. All � lters were precondi-
tioned for 24 h in a temperature- and humidity-controlled
room prior to weighing. To ensure reproducibility, the
laboratory experiments were repeated a minimum of four
times. The number of individual sensor time series (N)

discussed here indicates the number of measurements used in
the analysis. For example, ifN = 6, then the overall accuracy
re� ects six pairs of sensor and reference measurements or,
likely, two sets of three units. Only two units were used in
some duplicate experiments.

Figure 1.Averaged (1 min) PM1 (red), PM2.5 (gray), and PM10 (green) mass concentrations measured by one sensor and the 1 min averaged
PM2.5 mass concentration (black solid line) measured by a pDR-gc (gravimetrically corrected) after exposure to incense, oleic acid, NaCl, talcum
powder, cooking, and residential air. The time a humidi� er was turned on in the residence is indicated by a vertical dashed line.

Figure 2.Averaged (1 min) PM2.5 mass concentrations measured by the three sensors (red, aqua, and blue) and the 1 min averaged PM2.5 mass
concentration (black solid line) measured by a pDR-gc after exposure to incense, oleic acid, NaCl, talcum powder, cooking, and residential air.
The time a humidi� er was turned on in the residence is indicated by a vertical dashed line.
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� RESULTS AND DISCUSSION

Incense, Oleic Acid, NaCl, Talcum Powder, and
Indoor Air. The 1 min averaged PM1 (red), PM2.5 (gray),
and PM10 (green) mass concentrations measured by one
sensor unit and the PM2.5 mass concentrations measured by
the pDR (black line) after exposure to incense, oleic acid,
NaCl, talcum powder, residential air, and cooking PM are
shown inFigure 1. If a measurement was highly accurate, the
top of the gray shaded area would match the solid black pDR
line, which measures PM2.5. If the solid black line is over the
green area, this indicates that the sensors incorrectly assigned
a portion of the PM2.5as PM10. Similarly, if the solid black line
matches the top of red area, this indicates that the sensors
incorrectly assigned the PM2.5 as PM1. The PM2.5 mass
concentrations of the individual units used in each experiment
can be seen inFigure 2. The sensor measurements were
highly correlated temporally with the pDR-gc measurements,
with pDR-PTR2 values greater than 0.89 for all PM sources,
and all three sensors exhibited similar trends. However, the
sensors exhibited a wide range of accuracies, ranging between
13 and 96% depending on aerosol type. Incense, residential
air, and cooking exhibited the highest accuracies (eqs1 and2)
and were within 13% of the reference instrument, and NaCl
and oleic acid measurements were within 35% of the true
value. Talcum powder exhibited the lowest accuracy at 13%
due to the low detection e� ciency and likely less e� cient
mixing within the chamber. Overall, the sensors handled the
more real-world scenarios (i.e., residential and periods of
cooking) with high degrees of accuracy (92 and 96%,
respectively), which is encouraging for personal monitoring
applications. During the� nal period of the residential
experiment, a humidi� er had been turned on (indicated by
a vertical dashed line), which likely elevated the RH in the
house. The summary of the PM2.5 descriptive statistics from
all the experiments can be found inTable 2. In Supplemental
Figure 1, scatterplots of the sensor and the pDR PM2.5 mass
concentrations from all the experiments are shown. We
observed good reproducibility between the experimental runs
for all sources.

The units exhibited a high degree of precision with overall
precision errors ranging between 9 and 24% and PT� PT R2

values between 0.89 and 0.99 (eqs 3and 4). The sensors
exhibited the greatest precisions in the incense, NaCl,
residential air, and cooking experiments, in which the units
were within 9� 10% of each other. Oleic acid was within 14%,

and talcum powder exhibited a 24% overall precision error
(Table 2). In all the experiments, the three units captured the
same large-scale changes and peaked at nearly the same time,
and the precision errors indicated sensor-to-sensor variability
improved with longer averaging times (i.e., at lower temporal
resolution). For example, if the resulting precision errors from
the talcum powder experiments, which was the least
consistent, was compared among three di� erent time
resolutions, such as 10 s, 1 min, and 3 min, the precision
errors would have been 30, 22, and 17, respectively. Similarly,
if the resolution of the exhibited cooking experiment was
decreased to 3 min from the 1 min shown, the precision error
would have been decreased by 2%. The PM1 and PM10
exhibited precision errors within about±5% of the PM2.5,
with the PM1 being generally more precise and the PM10 less
precise. For example, in the talcum powder experiment shown,
the PM2.5 precision error was 18%, and the PM1 and PM10
errors were and 11 and 24%, respectively. In the incense
experiment, the PM2.5 precision error was 7%, and the PM1
and PM10 precision errors were 5% and 9%, respectively.

We evaluated the Plantower PMS A003 sensor. Plantower
also produces the PMS 1003, PMS 3003, PMS 5003, PMS
6003, and PMS 7003, some of which have been previously
evaluated.29,32� 35 The PMS A003 and PMS 7003 are similar
sensors, and the only signi� cant di� erence appears to be
smaller physical dimensions of the A003. Overall, the previous
Plantower sensor models exhibited highR2 values (e.g., > 0.9)
for ambient PM2.5mass measurements (PMS 5003) collocated
with FEM instruments.32,33,36 The ambient PM1 and PM10
mass measurements also exhibited good correlations, withR2

values greater than 0.97 and 0.68 (0.95 in the laboratory),
respectively.33,36 The PMS 5003 units exhibited high precision
(>0.95) for all combinations between 0 and 160� g/m3, 15�
65% RH, and 5� 35 °C. When the PMS 7003 and PMS A003
models were compared with six other low-cost optical particle
sensors (Fluke 985, Hand-held 3016, DC1100 Pro, AirVisual
Node, DN7C3CA006, and SDS 021) in a chamber with two
particle sources (NaCl and road dust), the PMS sensors
demonstrated high correlations (R2 = 0.96 for road dust and
R2 = 0.99 for NaCl) but low overall accuracy (mass
concentrations were underestimated by about a factor of 5),
which is consistent with our� ndings.17

The lower accuracies of NaCl, oleic acid, and talcum
powder were partially due to the misclassi� cation of the
particle size. InFigure 3, sensor, SMPS, and APS measure-

Table 2. Summary of the Accuracy, Coe� cient of Variation (CV), Overall Precision, and Correlation Coe� cients for the 1
Min Averaged PM2.5 Mass Concentrations Measured by the Sensors (PT) Compared to the pDR-gc (Gravimetrically
Corrected) after Exposure to Incense, Talcum Powder, Oleic Acid, NaCl, Residential Air, Cooking, And Uncorrected and
Corrected Ambient Baltimore Maryland Experimentsa

Aerosol N Overall Accuracy (%) CV (%) Overall Precision Error (%) pDR PT2 PT� PT R2 peak PM2.5 (� g/m3)

incense 16 87 8 9 0.97 0.99 45� 290
talcum powder 11 13 30 24 0.90 0.86 60� 225
NaCl 13 69 12 10 0.96 0.96 65� 550
oleic acid 12 66 16 14 0.95 0.97 40� 500
residential air 10 92 8 9 0.89 0.92 40� 225
cooking 8 96 9 10 0.92 0.99 45� 250
outdoor air (uncorrected) 3 37* 10* 12* 0.91* 0.99* 50
outdoor air (corrected) 3 93* 9* 10* 0.93* 0.98* 50

aN indicates the number of individual time series used in the analysis. The outdoor ambient reference data was in 1 -h averages. The peak PM2.5
indicates the range of the peak 1 min PM2.5 mass concentrations measured by the reference instrument from the individual experiments. The
minimum value was zero for each experiment.
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ments from representative experiments are displayed. In panel
A, SMPS particle size distributions from an incense, NaCl,
oleic acid, and talcum powder experiments are shown, and the
corresponding APS size distributions are shown in panel B. In
panel C, the APS size distributions have been normalized and
divided into size bins corresponding to the sensor particle
number outputs (i.e., >0.5, >1, >2.5, >5, and >10� m). The
particle size analysis reveals that the sensors frequently did not
categorize the particle sizes accurately compared with the
APS. The SMPS and APS measurements revealed that incense
and NaCl had similar particle size distributions (i.e., nearly all
mass in sizes less than 2� m); however, the sensors responded
to them di� erently. The incense PM was more accurately size
binned than the NaCl PM, which may be one reason that the
overall accuracy was higher. The APS identi� ed that 93% of
the incense particle count had diameters between 0.5 and 1
� m, and 7% were between 1 and 2.5� m. The sensors
indicated that 83% of the particles (larger than 0.3 um) were
between 0.5 and 1� m, 16% were between 1 and 2.5� m, and
1% were between 2.5 and 5� m. When exposed to NaCl, the
APS indicated that 67% of the particles had a diameter
between 0.5 and 1� m, 32% were between 1 and 2.5� m, and
1% were between 2.5 and 5� m; however, the sensors
indicated that 71% of the particles had a diameter between 0.5
and 1 � m, 20% were between 1 and 2.5� m, 5.5% were
between 2.5 and 5� m, 0.5% were between 5 and 10� m, and
3% were greater than 10� m in diameter. When the sensors
calculated the mass concentrations based on these measure-
ments, the resultant mass concentrations and divisions
between PM1, PM2.5, and PM10 for incense and NaCl were
notably di� erent. If we compare the incense and NaCl
experiments at times when the PM2.5 mass concentrations
were about 100� g/m3 (i.e., about 11:05 inFigure 1A and
16:52 inFigure 1C), the sensors over-estimated the incense
PM2.5 by about 22% and underestimated the NaCl PM2.5 by
47%. Also, the incense PM mass was indicated to be about
69% PM1, 22% PM2.5, and 9% PM10, but the NaCl was 44%
PM1, 24% PM2.5, and 32% PM10. Given the relative
contribution of these large particles to the mass concentration,

minor di� erences in the particle size distributions (e.g., 8%
di� erence in the >2.5� m size bins) resulted in substantial
di� erences in the mass distributions (e.g., 21% more PM10
mass even though the APS did not indicate particles in this
size range). It is unclear why the sensors yield a lower mass
concentration for the NaCl than the incense PM when the
sensor indicated a greater number of larger particles in the
NaCl PM. The di� erent responses to incense and NaCl are
likely due to the prominent di� erences in the particle
properties. Incense particulates have been found to have a
density of 1.06 g/cm3 and can both scatter and absorb light;
whereas NaCl dominantly scatters light and has density of
2.16 g/cm3.37 A similar misclassi� cation as NaCl was observed
in the oleic acid experiments. The sensors over-estimated the
>2.5� m size bins by about 9%. It is interesting to note that if
the PM10 particles had been assigned as PM2.5, the accuracy
would have been high for the oleic acid (90 vs 66%) and
NaCl (91 vs 69%) experiments. The sensors were least
accurate in the talcum powder experiments. The APS
indicated that 9% of the particles had a diameter between
0.5 and 1� m, 53% were between 1 and 2.5� m, 32% were
between 2.5 and 5� m, 6% were between 5 and 10� m, and
>1% were greater than 10� m in diameter; however, the
sensors indicated that 58% of the particles had a diameter
between 0.5 and 1� m, 23% were between 1 and 2.5� m, 4%
were between 2.5 and 5� m, 1% were between 5 and 10� m,
and 14% were greater than 10� m in diameter. Notably, the
sensors missed 28% of the particles in the 2.5� 5 � m range
and 5% in the 5 and 10� m bin. The low detection e� ciency
in these ranges likely explains why the accuracy was so low for
the talcum powder experiments. The sensor manual states that
the detection e� ciency is 98% over 0.5� m. We did not
collect particle size data during the indoor measurements, but
it is expected that the particles would be dominantly
submicron and the major sources would likely be cooking
and cleaning.38� 40 Even though the sensors routinely
misclassi� ed the particle size, the number concentration
results may be bene� cial for a qualitative size assessment
because the sensors seemed to trend in the correct direction

Figure 3.Normalized (A) SMPS and (B) APS size distributions (dN/d log Dp, cm� 3) from approximately 5 min after the PM source was
introduced into the chamber. (C) The normalized 1 min particle size distributions as measured by the Plantower (PT) and APS for incense,
NaCl, oleic acid, and talcum powder.
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(i.e., samples with predominantly small particles are presented
as greater percents of PM1 and samples with larger particles
are presented as more PM10). For example, the particle mass
in the incense was determined to be 66% less than 1� m and
only 3% greater than 2.5� m in diameter. In the talcum
powder experiments, the particle mass was only 13% PM1 and
63% PM10. Overall, these experiments highlight the central
role that the aerosol optical properties, density, and size
distributions have on the e� cacy of the sensor’s measure-
ments, on-board correction, and mass concentration measure-
ment calculations.

PSL. To further analyze how the sensors handle PM
sources with distinct particle sizes, we exposed them to
nebulized PSL solutions with mean diameters of 0.081, 0.3,
0.8, 1.1, 2.5, and 4.8� m (Figure 4). These sizes were selected
to determine how the sensors categorized particles near the
borders of the mass concentration size bins (e.g., 0.8 and 1.1
are around 1� m for PM1). In panel A, SMPS particle size
distributions from each PSL size are shown, and the
corresponding APS size distributions are shown in panel B.
In panel C, the APS size distributions have been normalized
and divided into size bins corresponding to the sensor (i.e.,
>0.5, >1, >2.5, >5, and >10� m). The only particle size that
yielded similar sensor and APS size distributions was the
0.081� m PSL. The presence of 0.081� m PSL particles was
con� rmed in the SMPS measurements; however, this diameter
is well below the measurable particle size for both instru-
ments, so any particles measured would likely be atomized
� ltered water. The SMPS and APS size distributions for Blank
experiments (i.e., no PM sources introduced) and atomized
� ltered water can be found inSupplemental Figure 2.
Exposure to the 300� m PSL particles resulted in a similar
APS distribution as the blank and 0.081� m because this is
also below the detectable size limit, but 0.3� m is within the
detectable size range for the sensors. The sensors exhibited

greater number concentrations of 1� 2.5 and 2.5� 5 � m
particles, which were not present in the APS size distributions
(Figure 4B). It is possible that the increased concentration of
the detectable 0.3� m particles resulted in inaccurate
enhancements of the nearby size bins because the sensor
detection algorithm could not accommodate a monodispersed
sample and tried to force the measurement to� t a log-normal
distribution.

The sensors exhibited markedly di� erent responses to 0.8
and 1.1� m PSL. The APS distributions were similarly shaped
with peaks at 0.898 and 1.1037� m. The sensors produced
greater concentrations in all size bins in the 0.8� m
experiment, and the >10� m size bin accounted for 8% of
the total measurement. If we assumed a PSL density of 1.05
g/cm3 and used the normalized measured sensor number
concentrations to calculate the total mass concentrations, the
resultant mass concentration would be 3.8 times higher for the
0.8 � m particles than the 1.1� m particles. The sensors
appeared to handle particles with diameters smaller than 1 and
larger than 1 di� erently. In the three experiments with
diameters smaller than 1� m (0.081, 0.3, and 0.8� m), the
sensors over-estimated the contribution from the larger sizes,
and in all of the experiments with diameters greater than 1� m
(i.e., 1.1, 2.5, and 4.8� m), the sensors under-estimated the
numbers concentrations of the larger particles. This was
particularly signi� cant when the Plantower was exposed to 4.8
� m PSL particles, and it did not measure any particles over
2.5� m. This may explain why the Plantower poorly measured
the talcum powder, which had over 30% of the particles in this
size bin. Optical particle sensors measure particle size and
number concentration by detecting light scattered from
particles in real time. One common issue is particle
coincidence or the under-counting of particles due to the
simultaneous arrival of two or more particles in the sensing
zone.19,41 It seems unlikely that this is the cause of the

Figure 4.Normalized (A) SMPS and (B) APS size distributions (dN/d log Dp, cm� 3) for PSL spheres with diameters of 0.081, 0.3, 0.8, 2.5, and
4.8� m. (C) The number concentration distributions measured by the sensors (PT) and an APS (A) that correspond to the measurements shown
in panel B.
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misclassi� cations because the concentrations used in these
experiments were within the manufacturer’s stated e� ective
range. It has also been noted that particle counters can skew
toward larger sizes if multiple particles are detected as the
largest particle present; however, this is unlikely to cause the
Plantower to over-detect the concentration of particles several
� m larger.42 It possible that the Plantower is simply unable to
handle monodispersed PM sources; therefore, this sensor may
be not e� ective for environments or experiments with a
narrow distribution of PM.

Ambient Baltimore, Maryland Experiments. The three
sensors were co-located with reference instruments in
downtown Baltimore near a major intersection. The 1 h

averaged PM2.5 mass concentrations and MDE reference
measurements are shown inFigure 5A. The deviation of the
PM2.5 mass concentrations measured by sensor 1 from the
reference measurements as a function of RH is shown in
Figure 5B, and the deviations of the individual units from the
average of the three units can be seen inFigure 5C. A
comparable� gure for PM1 and PM10 can be found in
Supplemental Figure 3. The overall accuracy was low at 37%
(Table 2), but the accuracy of the sensors were strongly
dependent on the environmental conditions. At low RH (e.g.,
< 40%) the accuracy of the sensors was high (>85%), but the
measurements were biased toward under-estimating the mass
concentrations. At higher RH (>50%) the sensors were

Figure 5.(A) Averaged (1 h) PM2.5 mass concentrations measured by three sensors (red, aqua, and blue) and the MDE reference monitor
(black) at the Oldtown site in downtown Baltimore, MD from November 7 through December 7, 2017. (B) The 1 h averaged PM2.5 mass
concentrations (micrograms per cubic meter) measured by sensor 1 plotted as the deviation from the MDE reference monitor as a function of
relative humidity (RH). Darker colors indicate higher RH. (C) The 1 h average PM2.5 mass concentrations plotted as a function of the deviation
(micrograms per cubic meter) from the average mass concentration of the three sensors (red, aqua, and blue).

Figure 6.Averaged (1 h) PM2.5 mass concentrations measured by one of the sensors (Sensor 1 inFigure 5) vs the PM2.5 mass concentrations
measured by a MDE reference monitor at the Oldtown site in downtown Baltimore, MD from November 7 through December 7, 2017 for (A)
the uncorrected and (B) the RH and temperature-corrected data. The reference data points below 15� g/m3 are shown in dark blue, and the
corresponding linear� ts are shown in light blue. The linear� ts of the full data set are shown in pink. The equations of the linear� ts line are
shown in corresponding colors.
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signi� cantly less accurate (<40%), and the sensors over-
estimated the mass concentrations. There was a signi� cant
decrease in accuracy around 50% RH; the accuracy was 74%
averaged over the periods with 40� 50% RH and only 37% for
the periods with 50� 60% RH (Supplemental Table 1). The
accuracy continued to decrease with increasing RH and was
only 9% at 80� 90% RH and� 55% for >90% RH. The
accuracy is negative because the sensors produced values that
were over double the reference value (eq 1). Despite these
low accuracies, the R2 correlations at 80� 90% RH between
the sensor units (0.99) and with the reference instruments
(0.92) were high, and the sensors were able to capture the
signi� cant concentration variations. These high correlations
were consistent over the measured RH (up to 90%) and
temperature ranges. The sensors did not exhibit a strong
dependence on temperature (Supplemental Table 2). An
analysis of the times when the RH was below 50% reveals that
the uncorrected accuracy was high for the measurements at
temperatures between 0 and 5°C (94%) and 10� 15 °C
(87%). Further details on the accuracy, precision, andR2

coe� cients divided into RH and temperature ranges can be
found inSupplemental Tables 1 and 2.

Because the RH dependence was generally stable and the
precision between units was high, the sensor data could be
corrected using a simple linear correction factor during post
processing. For example, the resultant overall accuracy for this
measurement period would be 93% if the RH and temperature
biases were corrected using eqs6 and7:

PM
Raw sensor

(0.025 RH% 0.17)RH Corrected=
_

× +_
(6)

T
PM

PM

( 0.0007 0.9918)T RH Corrected
RH Corrected=

Š × +_ _
_

(7)

A scatterplot of the ambient reference data and the PM2.5
mass concentrations measured by Sensor 1 prior to and after
the two correction equations were applied is shown inFigure
6. The average sensor mass concentrations prior to and after
correcting for RH and temperature were 20.12± 1.77 and
12.35 ± 9.91 � g/m3 (average± standard deviation),
respectively, compared with 12.27± 9.22 for the reference
instrument. The sensors produced the most accurate raw data
when reference mass concentrations were less than 20� g/m3,
which was about 83% of the time. The sensor accuracy for

PM2.5 mass less than 10, 20, 30, 40, and 50 (i.e., the full data
set) � g/m3 was 66, 38, 36, 36, and 37%; however, this trend
was likely in� uenced by RH. The RH of the mass
concentration groups were 50, 57, 59, 59, and 60%,
respectively. The average temperatures were comparable,
between 7.45 and 8.65°C. After the RH and temperature
were accounted for, the accuracy of PM2.5 < 20 � g/m3 was
still about 5% higher than for measurements of PM2.5 < 50
� g/m3. There appears to be transitions of slopes between 10
and 20� g/m3 (Figure 6), with the <15� g/m3 measurements
exhibiting a greater slope than the larger mass concentrations
(2.4 versus 1.6, respectively). Even if all data points with an
RH > 50% were removed, the slope of the <15� g/m3 data
would still be greater than the >15� g/m3 data (1.7 and 1.4,
respectively).

The sensors exhibited good precision throughout the
measurement period (12%). All three sensors peaked at
approximately the same times and exhibited similar� uctua-
tions. Below 35� g/m3, the individual units exhibited no
signi� cant distinctions and were all generally within±5 � g/m3

of the average of the three units (Figure 5C). Above 35� g/
m3, units 1 and 3 tended to be clustered, and unit 2 tended to
produce slightly higher mass concentrations than the other
two. The precision was insigni� cantly a� ected by RH and
temperature changes (Supplemental Figure 4 and Supple-
mental Tables 1 and 2). The PM1 and PM10 mass
concentrations also exhibited low precision errors (9% and
15%, respectively) and high PT� PT correlations (0.98 and
0.97, respectively). There was not a signi� cant trend in the
precision of the sensors based on mass concentrations.

In addition to the month-long deployment, the sensors
were placed at the downtown Baltimore site between January
4� 8, 2018 during a prolong period of subzero temperatures to
evaluate how the sensors functioned at these low temperatures
(Supplemental Figure 5 and Supplemental Table 2). During
this period, the region received between 1 and 3 in. of snow,
the temperature ranged between� 14 and� 4 °C, and the
hourly averaged winds were above 5 m/s (11 mph). Over the
4 days, the sensors exhibited an accuracy of 76%, a 1 min
precision error of 20% (CV = 18%), and sensor and reference
R2 correlations of 0.94 and 0.70, respectively. The sensors
exhibited a consistent deviation at about� 4 � g/m3 between
� 14 and� 7 °C. The greater precision error was likely due to
the sustained strong winds. The RH was mostly below 50%,
which contributed to the higher uncorrected accuracy. This

Figure 7.Averaged (1 min) PM2.5 mass concentrations measured by one of the sensors vs the PM2.5 mass concentrations measured by a pDR
(gravimetrically corrected) (A) under di� erent humidity levels and (B) when one sensor was placed on a shaker table. In the RH experiments, the
sensors were stationed in low-, moderate-, and high-RH environments before being challenged with incense in the chamber to determine what
factor lead to the observed bias in the ambient measurements. In the shaker table experiment shown, the sensors were evaluated for biases due to
movement because they may be used in personal monitoring applications.
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suggest that the sensor is able to produce meaningful (e.g.,
correctable) data over a broad range of temperatures.

Additional Laboratory Experiments. To further eval-
uate the bias that was observed due to high RH, the sensors
were placed in the chamber with a sustained RH greater than
75% for several days and then exposed to incense. The
burning of incense produces primarily hydrophobic particles,43

so by observing incense PM, we can determine if the observed
overestimation was due to the optical particle sensor
overestimating mass concentrations because of the enhanced
light scattering or if the sensor has a cross-sensitivity to water
vapor. The sensors produced comparable accuracies and
precision errors between the <25%, 25� 75%, and >75% RH
experiments (Figure 7A), suggesting that the observed over-
estimation was due to the modi� cation of the hydrophilic
particles in the ambient atmosphere.

When the sensors were evaluated for biases due to
movement, both the stationary and the moving units
produced highly accurate measurements (98% for the
experiment shown inFigure 7B). The precision error between
the two units was 7%. These results suggest that the sensor
may be able to produce reliable data in monitoring packages
designed to measure individual exposures to PM.

Sensor Drift. The experiments were completed within
about a 6 month period, which is well within the suggested
lifetime of 3 years. To determine if the sensor response drifted
throughout the ambient measurement period, the reference
data and the RH and temperature corrected sensor data were
plotted against each other and compared as a function of time.
The same RH and temperature corrections were applied
throughout the full measurement period. No discernible drift
was apparent. The linear� ts of the data at the beginning and
end of the Fall period were comparable (sensor = 0.9×
reference + 2.3 and sensor = 1.06× reference� 1.2,
respectively), and the correlations were consistently higher
thanR2 > 0.75 (Supplemental Figure 6).

Evaluations Utilizing the EPA Quality-Assurance
Criteria. The established criteria for acceptable measurement
quality for monitors used in evaluations of the National
Ambient Air Quality Standards (NAAQS) is de� ned as 10%
or less CV and within±10% for total bias.44 It is important to
note that these criteria were established to assess longer-term
ambient measurements, so they are not directly applicable to
controlled laboratory conditions. The sensors exhibited a CV
of 10% or less in the incense, residential air, cooking, and
uncorrected and RH-corrected ambient Baltimore experi-
ments. The NaCl and oleic acid experiments just above 10%
with CVs of 12 and 16%, respectively, and the CV from the
talcum powder experiments was much higher at 30%. Of the
� ve sources that exhibited a CV less than 10%, only residential
air, cooking, and corrected outdoor air produced mass
concentrations within 10% of the reference instrument.
Some of the incense experiments were within 10% accuracy,
but the average over all of the experiments was just outside of
the acceptable range at 13%. None of the NaCl, oleic acid,
talcum powder, or uncorrected ambient measurements were
within 10%. A previous study assessed the acceptability of
three other low-cost monitors available on the market (i.e.,
Foobot, Speck, and AirBeam) when exposed to NaCl, Arizona
road dust, and welding fumes.19 The Foobot exhibited
acceptable CVs for all the PM sources, but the biases ranged
between� 82 and� 12%, making none of the measurements
acceptable. The Speck exhibited acceptable CVs for only

welding fumes, and the biases ranged between� 86 and 18%
(none were acceptable). The AirBeam also exhibited accept-
able CVs for all three, but the biases ranged between� 83 and
� 53%. Both the Foobot and the AirBeam sensors exhibited
good temporal correlations with the reference instrument.
Compared with three other available sensors on the market,
the Plantower sensor appears to yield comparable or higher-
quality data. Based on our assessment, the PMS A003 sensor
is able to produce acceptable data only for the residential air,
cooking, and corrected outdoor air. Nonetheless, the sensor
has the potential to be useful for many applications, including
personal monitoring and high-granularity monitoring net-
works, because these are the types of sources frequently
assessed in these environments.
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